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• Action space

o Direct position actions in the system

• State space

o Joints force, position

• Agent strategy: the agent strategy is related with

the reward function. This reward function is the way

that we specify to the algorithm what is important to

learn.

• RL algorithm: different kind of RL algorithm can be

used for this application. The objective is to

compare different algorithms with different kind of

status indicators and in that way construct an

autonomous system.



 



                   

  
 
   

 
   

 
   

   
 

          

    

     

            

  

        

           
           

                

  
 

            

  
 

                 

          

           

                       

                  

  
 
   

 

            

    
   

 
 
  

    
  

              

                   

            

           

      
  

                

  
 



 

• Incorporation of advanced indicators

o Is proposed a normalized reward function in

order to overcome the different stiffnesses

during the task.

o Is necessary to give the system the stiffness of

the flexible element

• Reward function variation

o When the material stiffness change during the

task, the system is uncapable to learn about

different scenarios with different forces.

o This is related to the task objective that is

dependent on the force.



 

• Incorporation of advanced indicators

o Is proposed a normalized reward function in

order to overcome the different stiffnesses

during the task.

o Is necessary to give the system the stiffness of

the flexible element

• Reward function:

R = W1 * Distance – W2 * Force^2

o W2 -> w2(k)
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